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Abstract

Even though a fairly large number of crash prediction models that address the
serial correlations have been proposed, the comprehensive comparison of such
temporal treatments under different criteria is lacking in the literature. The
current study aims to fill this gap by developing nine groups of methodological
approaches based on different ways of addressing temporal correlations.
Moreover, three types of models were proposed for each group in terms of
spatial dependency. Finally, ten different assessment criteria were utilized for the
evaluation purpose. All models and performance-checking criteria applied to
eight years of county-level crash counts in California.

The modeling results illustrated that the space-time models consistently
enhanced the precision associated with the intercepts. The serial and spatial
correlations also appeared to be statistically significant. In terms of model
complexity, the models with spatial correlations outperformed the ones without
considering spatially structured heterogeneity, and the models accounting for
the temporal dependency revealed more benefits compared with those without
temporal treatments. The opposite trends were found by prediction-pertinent
criteria based on the aggregation results, even though the first-order
autoregressive process space-time models with spatiotemporal interaction
claimed the first place of prediction in most cases. The correlation analysis
among all ten criteria illustrated that the efficiency in reducing the effective
number of parameters tended to have larger impacts on the value of deviance
information criterion than did the mean deviance, which demonstrated the
statistically significant correlations with all other prediction-related measures.

Methodology

Bayvesian Hierarchical Model Specification
Yir~Poisson (e;4;;)

{ In(d;) = fo + & +m; + v + &
;. ~Normal (0,7%)

Nine Groups of Temporal Treatments

Group 1: Independent-over-time Random Effect (Base)
In(Ag) = o +m; + v + &

Group 2: Linear Trend
In(2;:) = o + Beat +1; + 05 + &5

Group 3: Quadratic Trend
In(A;) = Bo + Bt + Beat* + M+ v + 2

Group 4. Time-varying Intercepts
In(A;) = foe + 1 05 + &5

Group 5: First-order Autoregressive Process (AR-1)
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Group 6. Second-order Autoregressive Process (AR-2)
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Group 7. First-order Moving Average Process (MA-1)
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Group 8 Second-order Moving Average Process (MA-2)
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Group 9: Time Adjacency
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Similar to manv other spatial correlation studies, the authors estimated temporal effects (&) m
Equaticn 2 by applving CAR. (conditional autoregressive) formulation which mcorporates the temporal
correlation among crashes occurrmg at neighboring vears. The details of CAR can be found m the
following subsection. It is important to note that the relativelv small sample size (t=8) might hamm the

performance of this group to some degree.

Three Tvpes of Models

Tvpe i: Temporal Correlation only
In(A;.) = o + & + &

Tvpe 2: Space-Time Model without Spatiotemporal Interactions
In(A;) =By + 5 +m; +&;

Tvpe 3: Space-Time Model with Spatiotemporal Interactions
lﬂ(ﬂ-u—} = ﬁu + EE+TEE + EE -T + i

Evaluation Criteria
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Criteria 1~3: DIC and Its Components B
DIC = D + Py

(1) D(6) = —2-log(p(y|&))
D =E?[D(8)], P, =D —D(8)

(2) Criterion 4: Log Pseudo Marginal Likelihoods (LPML) \
{E‘P{J = (i)
LPML = X™ ., log(CPO;)
Criterion 5 Mean Absolute Deviation (MAD)
MAD = =3, |Y; - O]
3)

Criterion 6 Mean Square Predictive Error (MSPE)
1
MSPE = =% (¥; — 0;)?

© Criterion 7: The R,’ statistic i
RZ=1— E?z‘lﬂf-;f]
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Criterion 8 The G” statistic
(6) G* = 2%, O;LN (%::l

Criterion 9 Chi-squared Residual Sum of Squares (RS55)
"0 —Y)*
R55 = Z
(7) i=1 Y

Criterion 10: Total Rank Difference (TRD)
TRD = 5 |R(i, ) — R{iy)l
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Evaluation Results
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Notes: 1. The shaded cells indicate the worst performance of models under different evaluation criteria.
2. The bold fonts indicate the best performance of models under different evaluation criteria.

Conclusion

The posterior model estimates demonstrated the notable impact of inclusion
of spatial correlation on improving the precision of intercept across all groups
of temporal treatments. Both spatial and temporal random effects were noted
to be statistically significant reflecting the presence of spatial clustering and
temporal dependency of crash counts which accounted for the variability in
models. The changing coefficients of intercept for the random intercept model
further demonstrated the impact of serial changes on crash risk.



